
PROFESSIONAL PAPER 361 / September 1982

METHODS FOR
GENERATING AIRCRAFT
TRAJECTORIES

'' David B. Quanbeck

DEC 15 198

... a CENTER FOR NAVAL ANALYSES

for 8 .. ... 2"'- . • . .

L ab



-. i'- - - -- - - - - - -- ' - ---- 'XflJ~bt-

PROFESSIONAL PAPER 361 September 1982

KJ

METHODS FOR
GENERATING AIRCRAFT
TRAJECTORIES

David B. Quanbeck

Acesi For

Voo -. -1- -.-. /i

justi i,!

Ao I

Dg

Dit Av,1  
-

SOperations Evaluation Group

CENTER FOR NAVAL ANALYSES

2000 North Beauregard Street, Alexandria, Virginia 22311

1



ABSTRACT

~Methods for generating three dimensional aircraft trajectories
necessary for quantitatively assessing aircraft tactics are documented
in this report. Elements conventionally used in modeling aircraft
motion are assembled to form a model governing aircra'-c translation,p
fuel use, and attitudc. Assumptions on the functional dependence of

* the aircraft external forces and specific fuel consumption result in a0' system of sevian equations arid eleven variables governing aircraft
trajectories.

To provide flexibility in prescribing aircraft trajectories, thep
L problem of solving the equations is formulated for five separate seta

of known variables. These sets include variables defining aircraft
controls, velocity attitude, and velocity magnitude. Extensions to
the problem formulations allow flight path normal acceleration to be
prescribed, also. A method to prescribe known variables is present~ed
that ensures continuous aircraft acceleration and angular velocity.
Numerical integration, finding roots of equations, and interpolation *of function val-ies are required to solve the trajectory generation
problems. Application of selected algorithms for numerical solution
of the equations is discussed.,,
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I. INTRODUCTION

p..'

The mission effhctiveness of tactical aircraft can be assessed by

methods ranging from using mathematical models of the aircraft and

threat weapon systems to flight testing tactics in a simulated combat

environment. The former approach is useful for preliminary assessment

of alternative tactics prior to employing the more costly flight

testing for a more accurate assessment. Elements used to mathemati-

cally model engagements betwee-i an aircraft and a weapon system may

include a model that governs aircraft motion, models of aircraft

subsystems such as weapons or radar, and models of the opposing weapon

systems such as surface-to-air missiles and radars. Each model

reflects the inherent capabilities and limitations of each operational

weapons system while the outcome of a particular engagement is an

assessment of the weapon system's overall performance given the

cactical employment of the systems during the engagement.

Aircraft tactics, in particular, vary widely due to the varia-

tions in the trajectory an aircrew can 'ly to accomplish a mission in

addition to the options available for employing any of the subsystems.

Quantitatively describing a particular aircraft tactic requires the

ability to generate a time history of the aircraft trajectory used

during the tactic. The variables describing a trajecztory that are

frequently needed in assessing aircraft tactics are the aircraft

position, velocity, attitude, and fuel use. In general, a model for

t: 1
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generating aircraft trajectories should provide for aircraft motion

involving arbitrary three-dimensional maneuvers that can be feasibly

achieved by a particular aircraft during controlled flight. -

This report documents a mathematical model and solution methods

that can be implemented to numerically generate aircraft trajectories -

required for assessing the effectiveness of tactics. The model is
I4

composed of elements of aircraft dynamics conventionally used in

modeling aircraft trajectories. Specifically, six scalar equations of

motion derived from the vector force equation expressing Newton's

second law and an equation governing aircraft fuel flow comprise the

point-mass model. These seven equations are first order differential

equations governing seven variables defining the aircraft's velocity, P
position, and fuel use. Aerodynamic forces, engine thrust and

specific fuel consumption appear in the equations. This information

defines the inherent capabilities and limitations of a particular

aircraft i.i terms of the trajectories it can feasibly achieve. Taking

conventional assumptions for the functional dependence of the forces,

four additional control variables defining the magnitude and orienta-

K ~tion oif the forces are needed to complete the set of variables in the

model. The resultiag under-determined system of seven equations and

11 variables can be solved if any four variables are prescribed over

time.I

Prescribing four of the variables provides control over the

aircraft motion necessary to generate a particular trajectory. The

choice of the variables that are prescribed also determines the-



procedures required to solve the system of equations. When tChe four

control variables are prescribed, the aircraft motion is found by

numerically integrating the equations of motion. If selected state

variables are prescribed, unknown control variables must be found as

roots of appropriate governing equations with the remaining equationsJ

* integrated. In this report, the solution procedures for five

different sets of prescribed variables are presented. The five sets

include the set of prescribed control variables, two jets used to

prescribe the attitude of an aircraft's velocity vector with selected

controls, and two sets allowing the velocity magnitude and attitude to I
K ~be prescribed with a selected control variable. A particular set of

prescribed variables can be selected accordivg to which set allows a <
Aparticular portion of a trajectory to be most conveiiiently defined. A

F. variation of the problem formulations allows the flight path normal

acceleration to be prescribed in~stead of one of thcs angles defining

the velocity attitude.

To numerically solve the equations, the variables prescribed as .

functions of time can be constructed using arbitrary functions or with

- ~a procedure presented in this report that evaluates the variables in-

terms of a given sequence of second time derivatives. This procedure

* ensures that linear continuous aircraft acceleration and angular velo-

city result from the prescribed varlaobces. Algorithms for integration-

and finding roots of equations are required to numerically solve the

equations of motion. In general, each derivative evaluation during*

numerical integration requires finding unknown control variables as
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roots of algebraic equations. Additionally, irterpolation between

discrete function values is required to approximate the forces and

specific fuel consumption appearing in the equations.

The aircraft trajectory model presented in this report includes

elements that are useful for investigating other problems in flight

dynamics. Flight path parameter optimization problem formulations2

frequently include the equations of motion. Fbr example, a parameter

dependent on flight path variables may be minimized subject to

constraint equations which include the equations of motion. Adding

the moment equations governing the angular motions of the aircraft

provides a model that may be used to investigate aircraft stability

and control problems. in the trajectory model presented here, the

moment equations are neglected and the aircraft angular motions

implied during a trajectory are assumed to be feasible. The momint

equations can be solved given the angular motions during a particular

trajectory if this assumption is questioned.

This report consists of four sections after this introduction.

The next section presents the model governing the aircraft moicioný

Included in this section are definitions of vaviables in the problem,

development of the scalar equations of motion, and discussion of the

assumptions on the forces and specific fuel consumption. The third

section presents the individual problems formulated with the different -

sets of prescribed variables. The steps required to solvP each

problem are identified for both the general problems and the simpler

cases of zero sideslip flight and symmetric flight in the vertical
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plane. Prescribing the velocity attitude in terms of aircraft

acceleration is considered followed by a discussion of limitations and

extensions of the trajectory model. Ntumerical methods that will be

used to implement the solution of the equations are presented in the

fourth section. These include a method for prescribing variables andK algorithms chosen for integration, root-finding, and interpolation.

Special consideration is given to application of the algorithms for

solving the equations in the trajectory model. The last section of

the report briefly summarizes the model and presents conclusions

concerning the application of the methods for generating trajectories.

L
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II. AIRCRAFT MATHEMATICAL MODEL

This section presents a mathematical model governing aircraft

translation and fuel use. First, three reference frames are intro-

duced and the transformations between the reference frame coordinaate

axes are presented. These are the inertial, the wind, and the body-

fixed reference frames used for representing the forces acting on the

aircraft and the motion of the aircraft. Equations for calculating

K angular velocities of the moving reference frames are given followed

by equations for calculating the aircraft attitude. 'The scalar force

equatiot;s of motion and a scalar equation governing fuel flow are then

presented. This model, selected here to govern aircraft translation

and fuel use, is the point-mass model. used in trajectory analyses.

The model neglects the equations governing the aircraft's angular

motions about its center of gravity, Thiis section ends with a

discussion of the trajectory model. Assumptions are taken that define

the dependence of the force and specific fuel consumption functions on

i*:tate and control variables in the model. With these assumptions, the

trajectory model consists of seven equations and 11 variables.

Defining any four variables as known functions of time determiines a

unique trajectory. Five differentc sets of known variables are con-

sidered this report for prescribing aircraft trajectories. Discussion

of these five sets and the corresponding problem formulations

concludes this section.

6
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This section includes material necessary to present the model

governing aircraft trajectories and serves to document the equations

comprising the model. More detailed development and discussion of the

elements of aircraft dynamics presented here can be found in [1] and

[2].

REFERENCE FRAMESa

Three reference frames with right-handed coordinate systems will

be used to represent aircraft forces and motion. These reference

frames, the inertial frame, the wind frame, and the body fixed frame,

are described below.

Inertial frame, F1-- Newton's laws govern the motion of a body

with respect to an inertial frame. In this report, the inertial coor-

dinate system, xyz, is assumed fixed on a flat earth. Acceleration

of the aircraft due to flight over the rotating curved earth is

neglected in the flat earth approximation. The increase in the

acceleration with aircraft speed is discussed in [1] where the flat

earth approximation is considered appropriate for flight at speeds

below about Mach 3. The orientation of coordinate axes is such that

* - z is positive in the direction of positive gravity, ~,which is

also assumed constant. The directions of the x and y axes are

arbitrary.

I..Wind Frame, Fw-- This is a moving frame with the origin of the

axes fixed at the aircraft c.g. The xw axis is defined to
S wyz

be coincident with the aircraft's velocity, V, with respect to the
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air mass (true airspeed). The z axis is positive in the lower half

of the aircraft plane of symmetry, downward during level flight.

Body-Fixed Frame, Fb--This moving frame also has its origin at

the aircraft's c.g. and the axe& Xbybzb are fixed with respect to

the aircraft. The axis xb is defined to be coincident with the

zero-lift longitudinal axis of the aircraft, positive forward. The

axis zb is positive in the lower half of the aircraft plane of

symmetry.

The position of the aircraft c.g. in the inertial frame will be

noted by the vector XI [x,1  YIP z1 ]t. The aircraft's inertial

velocity, the time derivative of RI, is then V1  [xly 1 ,Z1  .

If air mass has a velocity W with respect to the inertial frame,

then V1  V + W. In the following development, W will be assumed

constant in time and space.

The coordinate axes of the moving reference frames aL'e displaced

by traiblation and rotation from the inertial axes. Compcnents of the

same vector observed from two parallel coordinate systems are equal,

but angular orientations of the moving coordinate systems need to be

defined to develop matrices for transfotming vect.ors between rotated

coordinate systems. The orientation of the vAnd and body-fixed axes

are shown inl figure 1 where x' yl z' is a set of axes parallel tc

the inertial frame.

Three Euler angles designate the ocientation of thr wind _es.

from the inertial axes. 1I dt:, x' and y' are rotated about the z'

axis to form an intermediate coordinate system xl,yl,z' where x,

MW &A%*.
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FIGURE 1: EULER ROTATIONS DEFINING WIND AND BODY AXES 
.
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is coincident with the projection of V in the horizontal plane. The

angle of rotation is the velocity yaw angle, *. A rotatitn 0 , the 4

velocity pitch angle, about yl carries x, to xw, coincident - 5
with V. resulting in a second set of intermediaLe axes xw,,yzI.

The velocity roll angle, * , is the final rotation about xw to

ij, carry zI into the aircraft platte of symmetry thus forming the wind

axes xwywZw• Each of the Euler rotations is a rotation of two axes

in a plane, so three vector coordinate transtormations about a single 1

axis occur in sequence. Thest. rotations result in a matrix, Lwl, to 14

transform a vector A, expressed on the inertial axes to the same

vector Aw LwiAI expiessed in Fw.

"cosecoso cos0sin* -sinG

sin~sinecos4 sin4sin~sint
Lwl -cos~sirn +co4cos* sin cosG (1)

cos$sinscosi cos$sinssins cos~cose
+sinýt in - sirnjos4

Lwr is an orthogonal matrix, its inverse is equal to its transpose.

Thus, the transformation from Fw to FI is gl'-en by AI LIwAwA

where L1 wlwLIw

The orientation of the body-fixed axes with respect to the wind

axes is also defined by two Euler angles. A rotation, - , about

z rebulks in the x2Ybzw intermediate axes. The quantity S is
w
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the sideslip angle and the x2 zw pJane is also :he aircraft plane of ,

symmetry. Rotating the coordinates in this plane about Yb through

the angle of attack a yields the aircraft body-fixed axes b

The orthogonal transformation matrix resulting from tuese two

rotations is:

L.

"cosacoso -cosasirl -sim]

L S in0B Cosa0 (2)

b [sinacosO -sinasinZ cosa . 2

Expressions for the angular velocities of the moving coordinate

systems are developed next. Of particular interest is the angular ".,

velocity of the axes xwY 1z to be used to express the aircraft

inertial acceleration in this coordinate system. The aircraft angular

velocity, with components being the aircraft yaw, pitch, and roll

rates, is the angular velocity of xbYbzb• Monitoring the value of

hese components will be useful, especially during maneuvers involving

rapid changes of aircraft attitude.

The total angular velocity vector of a moving coordinate system

with respect to the inertial frame is the sum of the angular velocity

vectors due to the time rate of change of each of the Euler rotations.

For the axes xwylZl, the angular velocity, wwh, due to the rates

o and P is

- ,jl + jk' (3)
w1

I. .
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Here, J and k' are the unit vectors on the Yl and z' axes,

respectively. Observing that k' - -sin8. + cosOkl, where w
w w

and RI are unit vectors on xw and yI, gives awl expressed on

xwylzl as

-ipsinO1 '?I -(4)
SL icoso

Calculating the angular velocity of the body axes requires adding

che components due to *, -, and a to the two components s ,med in

equation 3. First, the angular velocity of the wind axes xwywzw can

be found with the components expressed in terms of the wind axes

coordinates. Employing the approach used to obtain equation 4, the

resulting wind axes angular velocity is

[$4sine oscs]I

WW e coso + ýsin~cosO (5)

L-usir4 + $Cos~cos0

The angular velocity vectors due to - and a are next

expressed in terms of the body-fixed coordinate system. Summing this

vector with w transformed to the body-fixed frame gives the -4w

following expression for calculating the aircraft angular velocity.

Pb 5sinca

Wb qb q + L w (6)
bbw w

-Ibr --Oco sci

A

*1
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The components Pb' qb and rb are the aircraft yaw, pitch and roll

rates, respectively.

Knowledge of an aircraft's attitude with respect to the inertial

axes is frequently important in assessing a trajectory. An aircrew's

field-of-view, aircraft sensor and weapons employment envelopes, and

the aircraft's aspect as see-n by a second observer are examples of

V quantities dependent on the aircraft attitude. The orientattc-, of the .

body-fixed axes from the inertial axes can be defined by three Euler

angles 'ýbl 0b' and *b which are the aircraft yaw, pitch, and roll

.4
angles. These angles are analogous to the wind axes Euler angles and,

therefore, a transformation matrix, Lb~results identical to

Lb~l

equation I except that s bb' a b and *b replace the corresponding wind

axes Euler angles. To calculate the aircraft attitude, terms of LtI

can be equated to terms in the matrix, { taj equal to the product

LbWLwId -This results in the expressions below for the body-fixed S

Euler angles.
£11e qatdt te(7nah) tAC£j eultoteprdc

-ultanangles.

-1 X12ýb "tan X (7a)

0b r-sin- 13t -n/2 4 8 4 Yr/2 (7b)
b 13'

Ob tan- 1 23 (7c)i
33i

Above, the terms of ft jI are the results of evaluating trigono-

metric functions of a, 8, and the wind axes Euler angles. The signs I
S~i

r.
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of the arguments in the inverse tangent functions above will determine

the appropriate quadrancs of and

EQUATIONS OF MOTION

V2
This section presents the scalar equations of motion governing

aircraft L..anslation. irst, three scalar force equations governing

aircraft velocity arc formulated on the moving axes, xwylzI. The

aircraft position in the inertial frame is governed by three

4 additional equations. A single equation governing aircraft fuel flow

completes the model.

A derivation of the force equation governing aircraft motion is

presented in [2]. The resulting vector equation consistent with the

flat earth approximation is

mgXrn ma (8)

where T - aircraft thrust

A - aerodynamic force

g - acceleration of gravity

m W aircraft mass

a inertial acceleration of the ai,-craft mass center.

fhree scalar equations for the time derivatives V, 4, and e will

be found next by expressing the components of the equation 8 on the

moving coordinate system xwYlzI. In doing so, each of three

'4 .
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derivative terms will appear in only one equation, a convenient form

for numerical integration. However, the components of T and A

will be summed first on the wind axes and then transformed to xwYlzI.,

Net thrust, T, Is assumed to act in the aircraft plane of

symmetry, Xbzb, at a fixed angle e elevated from the aircraft

longitudinal axLs, xb. Transforming the thrust v ctor from the body

fixed axes to the wind axes gives •

- Tcosj Tco saco s (a+c
T L 0-T& inOcos(c*-W) (9)

wb J
L-Tsin(a+c)

':he three components of T above will be noted as Tx,* w, and
wI

T. The aerodynamic force vector components are defined in the wind

zw

axes as drag, side force and lift on the Xw, yw, and zw axes,

respectively. All three components are assumed to act in negative .

direction of their respective axes giving

S- c (10)
L

The wind axes are obtained from xwylz1 by a single rotation * about

the xw axis. Then T+A is transformed to xwy 1zl by

1 0 0 T-D [T-D T i
'w 1w

T + A 0 cos -siný T -C cos$(T -C) - sinc (T -L) (11)

w w w

0 sin4 cosý Tw-L sin(Tyw-C) + coso(Tz L)
w w1

.4
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The aircraft's weight, mg, has only one non-zero component, expressed

on the coordinates x'y z , equal to mgE'. As in the development of ,I

equation 4, R' can be replaced by -sinOT +cos-k . Tlerefore,
w1

aircraft's weight expressed on xwyizl is given by

[11
-sin@

mg mg 0 (12) '

coseO '
*1

Finding the aircraft's inertial acceleration remains to complete p

the scalar force equations. Recalling V1 = V + W and that W is

assumed to be constant, the acceleration is then the time derivative I

of V, dV/dt, observed from the inertial frame. However, the "1
'.1

acceleration vector is to be expressed on the moving frame WYlZlo

In terms of V and w.1 as observed from xWylzl, the inertial

acceleration expressed on xwy 1z is the sum of the derivative of V

and w-xV. By definition, V has one component ouL xwYlZl, VIw.w

Using equation 4 defining the components of Ww' gives the inertial

acceleration vector on xwylzI as 0

- AL -"

a, 0 + 9 x 0 V cos e (13) -

i0 jCos 6 0 -V5

Having developed the components of the vectors in equation 5

expressed on xwylzl, three equivalent scalar equations can be

wt
• 1I
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written. Sol.v~ng for the derivative terms in the acceleration

componenLs gives

V [T - D] -gsinQ (14a)
M x

w

nvos [cosl(T - C) - siný(T - L)] (',b)i • VcosO yw(Tw.•

mV [sin,(T - C) + coas(T - L)] - cosO (14c)
vyw z VYw w "

These three first order ordinary differential equations govern the

magnitude and orientation of V at each time instant. The equattoiis

governing the aircraft's position in the inertial frame,

X, , [xl' yI' z1 1t, are obtained from dX /dt - VI. In the inertial

coordinate system, VI is Lhe sum of LIwV and the velocity of the

N tair mass, W [Wx, Wy, Wzj

xI Vcosecosi + wx (15a)

VcosOsini + W (15b)

I y

zi -VsinO + w (15c)z ,

To relate fuel use to aircraft motion, one additional equation

will complete the model of aircraft .ight expressed by equations 14 a

through 15c. As fuel is burned to produce thrust, the mass of the

aircraft decreases. A discussion of turbojet and turbofan engines is

'I

•1



presepted in [2] giving the following general representation for the

mass flow thrust relationship.

S=-cT/g

Sfispecific fuel consumption

DISCUSSION OF TIM EQUATIONS OF MOTION

Equations 14a through 16 constitute the model of aircraft motion

assumed for the rivinder of this report. Seven first order ordinary

differe:ncl~i equattons goveruA the se--,en state variables (V, *, 6, xj,

Y)ZIP z I' 0) The remaining variables ii.ý7ude the angles (ao 0, ,

the thrust and aerodynamic forces, and the specific fuel consumption.

In the discussion below, assumptions are made about the functions

defining the forces and the specific fuel consumption. These

Eassumptions reduce the number of variables in the model. acen, five

alternative problem formulations are presented. The alternatives

arise from prescribing different sets of knos n variables over time and

solving for the remaining variables.

Aerodynamic forces are usually represented by dimensionless

coefficients obtained by dividing the forces by the product of dynamic

pressure and a referencthe pe icoefficients are functions of

aircraft attitude, shape, Mach number, and Reynold's number. Varia-

tions in the forces due to Reynold's number effects usually can be

4.,.

ariseted fro prescribin ermorethedrag dnd va iale er timed

codefficients obtaied byidesividinglan the ie forceswl by tepoutfdyassmic

presureanda reerece rea Thecoeficent arefuntios o
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independent of the angle of attack. With these assumptions the drag,

side force, and lift coefficient functions are

C kv a) D/ ("I 2S)(1a

(M, (3 -2C/(pV 
2 S) (17b)

2
CL(M, ') - 2L/(pV S) (17c)

where M = V/a - Mnch number

a - speed of sound

p - atmospheric density

S - reference area (wing area)

The three force coefficient functions will be nuiaerically approximated.,i

by interpolating between values of the functions stored in two dimen-

sional data sets. This data will apply to a given aircraft shape.

Variation in aircraft shape, by carrying external stores or changing

wing sweep angle, may significantly change a force coefficient -

function. Either corrections to the function values or increasing the

dimension of the domain of the funct.ion are required. Extensions of

the functions can be determined fr., particular aircraft and will not

be considered further here.

Thrust and speci.ic fuel consumption of turbolan and turbojet

engines can also be represented by dimensionless coefficients

...

- _____
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presented in [2]. The coefficients are assumed independent of

Reynold's number and the angles a and 0. Engine performance is

then defined by the thrust and specific fuel consumption coefficients

below.

T
KT(M, nc) e (18a)

2
ca, c

Kc(M, nc) - ag (18b)

where p - atmospheric pressure

Sew reference area

a* - speed of sound at the tropopause

nc = corrected engine speed - na*/(anmax)

n - engine rotor rpm

Likt. the aerodynamic force coefficients, the above functions can be

approximated by two dimensional data sets for a given aircraft. Also,

the functions can be used in an arbitrary atmosphere since the speed

of sound is proportional to the square root of the temperature of the

air. Howev-r, in [3], a discussion of engine modeling states that

4 approximating T and c to be strictly proportional to p and a

will result in errors. These errors result from Reynold's number

effects and deviations from the assumed thermodynamic properties of

the engine airflow. If the desired accuracy requires these effects to

be included, then pressure altitude, with a standard day atmosphere

*1 p
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assumed, can be added to the domain of the functions. If so,

equations 18a and 18b can still be used to approximate engine

performance in atmospheric conditions deviating from a standard day at

L given pressure altitude, In this report, equations 18a and 18b will

be assumed to model aircraft engine thrust and specific fuel

consumption.

The aircraft model defined by equations 14a through 16 can now be

interpreted in view of the assumed functional dependence of the forces

and specific fuel consumption. Assuming the properties of the

atmosphere are known functions of altitude, -z 1 , the model consists

of seven equations determined by eleven variables. The variables can

be grouped into the seven state variables governed by the seven

differential equations, (V, *, e, x 1, yl, zl, m), and four control

variables (a, 1, •, n). In an aircraft dynamics model including the

moment equation, as in [i], a, 0, and * appear as state variables

primarily *iontrolled by deflections of the eleve.tor, rudder and

ailerons, r'mpectively. The corrected engine speed is controlled by

the throttle position.

With seven equations and eleven variables, the problem of

generating an aircraft trajectory can be solved numerically by pres-

cribing any four variables as known functions over time and defining

initial conditions for the state variablec. Of all the possible - I

combinations of four known varilabes, five different combinations will

be considered in this report. Tle first set will be defined by

prescribing the four control variables (a, 1, 1, nc). Then the seven

..1
S~ j
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equations are integrate,' -o find aircraft velocity, positiona and fuel

use. Two more combinations of known variables considered are defined

by prescribing the attitude of the velocity vector, the engine

control, and either 4 or N. Numerica'. solutions given either of

these sets, (P, 8, 4, Lc) or (p, 8, •, ncj, requires solving equations

14b and 14c for the roots (a, • or (a, 4) and Inte grating the
remaining equations. The last two sets of knoun variakles are defined

by prescribing the velocity vector and either 4 or 8, that is

(V, ý, 8, 4) or (V, *, 0, 0). Then the three force equations, i 4 a,

14b, and 14c, are solved for the roots (a, 0, nc) c-r (a, ý, nc).

Intez'ating equations 15a through 16 gives aircraft positio and fuel

use.

In summary, any one of 17 e sets of variables can be prescribe-d

to formulate the problem ot solving 3quations 14 a through 16. :'Ithough

any one set is sufficient to solve for any feasible aircraft

trajectory, these alternative problem formulation- allow flexib4 .lity

in prescribing aircraft motion. With this approach, the sever.

equations can be solved for a series of aircraft maneuver- cv.,rising

a complete trajectory. Each maneuver can be generatee by prescribing

the set of variables O)th which the maneuv~r is most c'•jnveniently

defiaed. Example flight coiditions ea~ily defined with the different

sets of known variables are given in the next section.

..... ..



III. TRAJECTORY GENERATION PROBLEM FORMULATIONS

Each set of nrescribed variables discussed at the end of the last

section determines a different formulation for the problem of numeri-

cally solving equations 14a through 16. The five different problems

are discussed in this section in terms of the procedures necessary to

solve the problems. When state variables are known variables, control

variables must be found in general by solving simultaneous equations.

Fbr zero sideslip flight and symmetric flight in the vertical plane,
".4

particular cases of interest, solving the sets of algebraic equations

simplifies. In addition to discussing the different problem

formulations, examples of specifi:c aircraft maneuvers conveniently

formulated in each case are given. A trajectory can be constructed by

a sequence of maneuvers each prescribed with one set of known

variables. Later in this section, expressions for prescribing

velocity attitude angles in terms of the acceleration normal to the

flight path are presented. Final ly, limitations of the aircraft

trajectory model are considered followed by a brief discussion of

aircraft dynamics problems that may be solved by alternative

formulations or extensions of the model.

.1

PraSCRIBED CONTROLS

In this case, the control variables (a, 8, , nc) are defined

as known functions of time. Given initial values for the state

23
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variables, equations 14a through 16 are integrated over time giving

aircraft velocity, position and fuel use. To evaluate the derivatives

of the state variables for numerical integration the variables and |

functions appearing in equations 14a-c and 16 must be evaluated.

Several specific steps are required prio-z to calculating the

state variable derivatives at any time, t. First the known

variables, a(t), a(t), 0(t), and nc(t) have to be evaluated. For

examrple, they may be numerically evaluated from analytic functions

provided for a particular prob.lem or evaluated by interpolation

between chscrete points. Then the properties of air at the current
AA

altitude and the Mach number must be calculated. The aerodynamic

force, thrust, and specific fuel consumption coefficients are

evaluated by interpolation between stored discrete function values.

These steps will be required in all five problem formulations.

Finally, equations 14a through 16 for the state variable derivatives

are evaluated. The numerical algorithms to accomplish each Gtep are

presented latepr in a separate section.

When 3 0 the side force is also zero and this condition

together with sino - 0 results in symmetric flight in the vertical

plane. Eqviitioi'.- 14b (and 15b if 0 - 0, wy 0) are removed from

the system of equations reducing the iutegr•rtion problem. These

assumptions will be convenuclt in calculating fuel use over two- .1

dimensional trajectories with (a, nc) prescribed, for example,

simply as constants. For flight in three dimensions, control

schedules may be formulated, for example, by modifying control
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schedules found from solving the equations with a different set of

known variables. A general extension of the problem formulation would

be to evaluate controls during the integration based on the state of

the aircraft motion. Fbr example, fuel use during constant lift

coefficient trajectories can be evaluated by appropriate selection

of a as the integration proceeds.

PRESCRIBED VELOCITY ATTITUDE AND ENGINE CONTROL

Selecting either of the sets ( 6, 0, nc, 8) or ( 6, , nc t) as

the known variables will, in general, require solving equations 14b

and 14c for the unknown controls a and * or 8. Initial values of

the remaining variables (V, xI, zI, YI, m) must also be defined. At

any time t the first step in the solution is to evaluate *(t), 6(t),

n (tý, and B(t) or *(t). Values for the derivatives of the known

state variables k(t) and 0(t) must also be evaluated. Then, the

unknown controls, (a, *) or (a, 8) that satisfy equations 14b and

14c have to be found. The Newton-Raphson root-finding algorithm

salected for this step in the solution is presented later. In general,

the equations will have to be solved simultaneously, and repeated

evaluations of the forces in the equations are required during the

iterative root-finding algorithm. Once the roots are found, the

derivative of the state variables in equations 14a and 15a through 16

are evaluated for numerical integration.

Two special cases of interest are symmetric flight in the

vertical plane and zero sideslip flight. Symmetric flight in the
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vertical plane results when the set of known vari&bles includes

4, 0 and siný - 0 or a , 0. Then, the problem reduces to

finding a as the root of 14c and integrating 14a and 15a through

16. Defining p and Wy equal to zero further simplifies the

problem deleting 15b from the integrated equations. Zero sideslip

flight results from defining B - 0 and the solution simplifies as•I
4' can be solved independently of a. Solving equation 14b and 14c

for 4 gives

' - tan [4cos8/(a + I cosO)] (19)
V

The appropriate quadrant of 4 is determined by the signs of the

numerator and denominator of the arctangent argument. Equation 14c is

then solved for the root a and integration of 14a and 15a through 16

proceeds as in the general case.

Selecting either (ý, 6, nc, 0) or (*, 6, nc, 0) as known

variables will be useful for finding aircraft velocity, position, and

fuel use during flight easily described by the direction of the air-
p1

craft velocity vector. Symmetric flight in the vertical plane can be

assumed when generating aircraft maneuvers such as level acceleration,

climbs, and pull-ups from level flight. Zero sideslip flight may be

IIassumed in mfodeling turning flight as in level, climbing, or i

descending turns. Prescribing non-zero a can generate motion such

as turns with sideslip. Prescribing 4 would be useful, for example,

'4 p

iimbii~ --- -.- ~,
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when rolling the aircraft to the inverted attitude prior to the

transition from a climb into a dive.

PRESCRIBED VELOCITY VECTOR

Prescribing the magnitude and direction of the aircraft's

velocity vector over time is possible when (V, 8, F, 8) or (V, e,

), 4) are selected as known variables. Given initial values for the

remaining state variables, the solution requires solving 14a, 14b, and

14c for the roots a, nc and $ or 3 and then integrating equations

19a through 16. The solution steps in this case differ from those of

,-iL previous problem formilation in that three simultaneous equations,

instead of two equations, must be solved followed by integration of

15a through 16. The conditions determining symmetric flight in the

vertical plane and zero sideslip flight in the preceding case also

apply in these problem formulations. Fbr both symmetric and zero

sideslip flight, the root-finding problem reduces to solving 14 a and

14c simultaneously for a and nc. Fbr zero sideslip flight,
CA

equation 19 gives the value of 4 needed to solve 14 a and 14c.

Prescribing the velocity vector ifi particularly useful in solving "

for the controls and fuel use associated with steady flight conditions

(V - 0) which are conveniently expressed by (V, 8, ,', 8) or

(V, 0, ,p, 4). Constant velocity turns, climbs and level flight are

typical examples. Specifying the velocity vector also provides a

convenient way to start a trajectory from a steady flight conditicn

prior to generating aircraft maneuvers. i

1
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The ive different sets of known variables considered have been

discussed in terms of three general problem formulations. These three

problems are characterized by particular equations that must be solved

for unknown control variables and those to be. integrated to find the '

state variables. Methods for prescribing the known variables as

functions of time have not been discussed. A method useful for

prescribing any of the known variables is presented in the next

section. An extension to the general problem formuW.ationu resulting

when 0 and * are prescribed variables will be presectud next that

will allow additional flexibility in prescribing aircraft muneuvers.

The extended formulations allow 0 or * to be replaced by the

flight path normal acceleration in the sets of prescribed variables.

FLIGHT PATH NORMAL ACCELERATION

Aircraft motion involving changes in velocity yaw or pitch angles

requires forceu acting on the aircraft often significantly larger than

the forces encountered during steady flight, These forces should not

exceed aircraft structural limits and the resulting acceleration

should not exceed acceleration tolerable by aircrews. The magnitude

of the acceleration normal to the aircraft flight path (in the Ylzl

plane) can be found from the acceleration components on y1  and

z, as

.2 .2 21/2
a V(.2 + ;2cos0) (20)

*1
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Prescribing a(t) in place of either *(t) or 8(t) is a convenient "

way to characterize certain maneuvers, especially those to be limited

by acceleration magnitude. Depending on whether 0(t) or *(t) is

prescribed with a(t) the other can be found from the appropriate 54

equation below

2•2 _ 2cos20) 1/2
. - - (21)

V 2 2 t 2':

1 a 2)1/2 (22)
Kcose

The appropriate sign for the derivatives O(t) and k(t) must be

prescribed with a(t) since either sign may produce feasible aircraft

w6tion. The initial value of the state variable to be found must be

difined, then numerical integration of equations 21 or 22 gives the

vnlue of the state variable over time. Either J(t) or 6(t) can be

rej..aced by a(t) in any of the four known sets of variables in which

they appear. Essentially, the new variable a(t) is added tt; the

original 11 variables in the problem and an additional equation,

either 21 or 22, is added to the set of equations to be integrated.

To solve equations 14b and 14c for unknown control variables at any I
time, 0(t) or *(t) are evaluated with the above equations.

Therefore, the solution steps outlined to solve each of the four

problems with known i and 0 still apply when a(t) is r-scribed.

1
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LIMITATIONS OF THE AIRCRAFT MODEL -

The model assumed to govern aircraft motion bas inherent

limitations that must be considered in its application. Specifically,

values of the prescribed variables and the resulting aircraft motion

m~ust be considered in view of constrai4its on the aircraft motion not

K at any flight condition are an important set of constraints. Rapid

changes in the aircraft attitude require large moments, so these con-

straints may be violated during high angular rate aircraft maneuvers.

Calculating aircraft angular velocity during a trajectory, as given in

equation 6, allows the angular rates to be monitored. Aircraft motion

at large angles of attack or sideslip generally cannot be predicted

with the trajectory model since problems in maintaining controlled

flight can develop in these flight regimes. Additional constraints,

due to structural and engine operating limits can often be represented

K by a feasibhz flight envelope constructed as a function of Mach number

and pressure altitude. These are usually found in individual aircraft

operations manuals. A more detailed discussion of constraints

frequently encountered in trajcctory analyses is presented in [2].

The accuracy of calculated fuel use will be dependent on the

accuracy of the force and specific fuel consumption data as well as

the accuracy of the approximations required for numerical solution of

the equations governing flight. Flight test results or fuel flow data

from operations manual provide data to validate the fuel use

calculations. In certain applications of this mode~l, for example,

4I
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when comparing the fuel use of different trajectories, the relative

difference in fuel use values is of primary importance. If absolute

iuel flow values are to be used, as in mission planning, they should

be used conservatively.

EXTENSIONS OF THE AIRCRAFT MODEL

Equations 14c through 16 have been formulated to be solved as

F ~fivie different trajectory generation problems. These equations

provide the basis for solving several other problems of interest in

aircraft dynamics. Flight path parameters or functions def~ined in

terms of staLe and control variables caiu be optimized using elements

of the model described here. Typical problems include minimizing fuel

flow with respect to time or distance and maximizing climb rate

subject to a set of constraint equations. Taie constraint equations

may be for example, the force equations for symmetric flight in the

vertical plane. A number of optimization problems are formulated in

[2]. Example problems are also formulated in [4] and numerical

* methods for solving such problems qre presented.

Problems in the area of aircraft stability and control are

formulated in part with the force equations of motion, The moment

equations governing the angular motions of the aircraft are added to

these equations. Depending on assumptions about the forces and

moments, the force and moment equations may be coupled and require

* simultaneous solution. In the trajectory model presented here, the

equations are assumed independent. The moments acting on the aircraft
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iI

can be evaluated after a trajectory solution when validating the

feasihility of a high rate maaneuver is desired. A development of the

mioment equati~ons and examples of their application are presented in

[1].

*1

A

'.4

I"

'.1
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IV. NUMERICAL METHODS

The numerical algorithms required to solve equations 14 a through

16 have been identified in the previous section. First, prescribed

variables have ti be evaluate, to solve the equations. In general,

these may be arbitrary functions constructed for a particular problem.

However, one method is presented in this section for simply

prescribing variables as functions of time. Algorithms for solving

algebraic equations, integrating differential equations, and interpol-
ation are also needed in the solution. The algorithms selected for

this problem are described with discussion of their application in the

solution of equations 14a through 16. Finally, an expression for

approximating derivatives of control variables and the model of the

atmosphere to be used are given.

PRESCRIBING KNOWN VARIABLES

To solve the equations of motion, four variables have to be

dqfined as functions of time. The variebles that can '-e prescribed

include a, 8, nc, *, V, ý, 6 and a. Not only the values of the

prescribed variables are needed, but the values )f the time

derivatives must be calculated for all the variables except a and

nc The derivatives V, 0, and i appear in the acceleration.

components of equations 14a through 14 c while , 8, and a

needed to calculate aircraft angular velocity using equation 6.

33
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Fur.hermore, the time derivativen of the prescribed variables should

be cintinjous functions of time to enfure that acceleration and

angular velocity of the aircraft are continuous. This requirement

arises from neglecting the aircraft moment equations governing the

angular motions. Variables with linear continuous first derivatives

can be constructed by defining a sequence of constant second

derivatives over time. Let u(t) denote a variable to be prescribed

with initial values u0  and u0  given at time t 0 . Assume ui is a

known sequence of time ordered second derivatives of u(t) at

times ti, i - 1,2,...,n. Further assume txi is constant an the

interval t < t < ti. Then ui(t) and Ui(t) on tiI < t < ti

"ýan be found as

2u At
u M iui(t) 2 2 + ui 1lat + uiI (23a)

ui(t) u iAt + u i- (23b)

where At : t - tirI

In applying the above equations, ui(t) and ui(t) will represent the

value of a control or state variable and its first time derivative.

In case of a(t) and nc(t), the first time derivatives need not be

continuous, so they can be more simply prescribed by using equation

23b and equating u(t) to a(t) or nc(t). An example of using the

above method can be illustrated by prescribing a constant turn rate,

p1

- - . . *. - _
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p. Suppose ý0 and 4 are both zero at to. Then a constant turn

rate, ý could be achieved by tl, and maintained until t 2  by

specifying

eU U e 0

S I (t -t) U2  ..

Since u(t) and u(t) on tijl < t ti are evaluated

independently of ti in equations 23a and 23b, the point in time

when u(t) switches from ui to ui+l does need to be explicitly

defined with ul. It will be useful to allow ti to be optionally

defined as the time when any state variable, control variable, their

derivatives, or acceleration, say v(t), crosses a threshold value,

c, during the trajectory. Specifically, ui and are evaluated

on the interval ti_ < t < ti; ti - min(t) such that v(t) >c ]
(or v(t) < c). Thus, instead of a defining ti explicitly, v(t), g'

c, and the desired logical operator can be defined. As an example of

u3ing this option, suppose an aircraft, initially in level flight at

velocity V, is to increase engine speed to nc, and accelerate to 0c

V1. First initial conditions are defined for all vaciables except

a and nc which are solved at t0  by gelecting the known variables

to be u - (V, p, e, 0). The appropriate initial conditions and 1
second derivatives prescribed for steady flight maintained for one

second will be represented by: U0 - (Vo,O,O,O); u0 = ul- (0,0,0,0);

t= 1 sec. The values of the controls a and nc, unknown prior to

the solution, corresponding to the prescribed steady flight condition

L1-. . . . . . . . . . ..- ~~ . ~ ..,
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are found. After switching to the prescribed variable set u

0, n.,, level acceleration will be accomplished by controlling nc

P Ias follows:

u (0, 0, nc, 0); t 2  rmin(t) s.t. n > n'

u3= (0, 0, 0, 0); t 3  - min(t) s.t. V(t) > V1

u4 (0, 0, -nc) 0); 4 min(t) s.t. V(t) 4 0

u5 (0, 0, 0, 0); t 5 - 5 sec P •-

Recalling nc increases the engine speed, n, at a vu

• rate nc. After time t2 the engine speed is constant at a value

' At time t3, defined by V(t) > V, the engineL. grae hnn.3

speed decreases at a rate -nc until po',itive acceleration ceases,

< 0. Then the aircraft maintains level flight for 5 seconds at a P

constant engine speed. The comparison of a variable with the

threshold value to determine ti will occur at time increuents of

At equal to the numerical integration stepsize. Therefore, the exact

value of a variable at time ti cannot generally be predicted prior

to the trajectory solution.

RUNGE-KUTTA INTEGRATION

A fourth order Runge-Kutta algorithm will be used to numerically

integrate the first order differential equations 14a through 16.

p
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Dependent on the problem formulation, as many as seven simultaneous

equations must be integrated. Let y represent the vector of state

variables to be integrated, x the vector of prescribed state

variables and control variables, and f(y, x) the vector of ordinary

differential equations in a given problem. The control variables in

x may include those found as roots of equations 14a, 14b, and 14c

so x will be, in general, a function of y as wlIl as time. The

general integration problem can be expressed as

y x y Y(t (24)

An approximation to y(t) at discrete points ti - to + iAt,

i = 1,2,...,n, is desired where At is a constant step size. Let

the approximation to the solution y(ti) be noted yi. The following

fourth order Runge-Kutta algorithm will be used to calculate Yi+l"

-AtYi~ =Yl+-6 (kl + 2k2 + 2k 4- k4 (25)

k+ f At, x(ti+ (At, y1 + TAtk.))2 1 1+ 2 1

3 f(yi + i Atk2, x(t1  + At, Y + Atk

i 4 T (Yi + Atff3' x(t i + At, Y i + Atk 3))

.~~~~~~~~~~~ .I
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Runge-Kutta algorithms are developed using Taylor series

expansions of tt-[ unknown solution y(t). Neglecting higher order

terms in the expansion results in truncation error. An estimate of

the error, et, given in [5] for fourth order integration is

16
e t 15 (Yi+1,2 - Yi+I,1) (26)

Here, yi+ll is an approximation of the solution y(ti+l) with

truncdtion error et resulting from a step size At. The term

yi+l,2 is the approximation of y(ti+I) based on two integration

steps of size At/2. Truncation errors can be evaluated at intervals

during integration and compared to a threshold error value for each

state variable. If the error is exceeded, the size of At can be

decreased. The differential equations, f(y, x), must be evaluated

four times for integration across At. This implies four evaluations

of the forces and specific fuel consumption. Prescribed variables,

only dependent on time, are to be evaluated at ti, ti + At/2, and

ti.,.. The variables in x which are roots of equations must be found

four Limes. -

NEWTON-RAPHSGU! ALGORITHM

The Newton-Raphson algorithm will be used to find the control

variables satisfying the set of equations 14b and 14c, when ti 2

velocity vector attitude is prescribed, or 14a, 14b, and 14 c when

total velocity vector is prescribed. In the first case, the controls

I!
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(8, a) or ( a, a), must be found; in the second case, (nco a, I)

or (nc, *, a) are Lbe controls to be found. Let fl, f 2 and f3

equal equations 14a, 14b, and 14c solved for zero and x be a vector

containing the unknown control variables required to satisfy f(x) -

0. Given an initial estimate, xo, the approximation to the solution

is iteratively incremented, xi+l - x. + Axi using

Axi f ~21 f 22 f 23 f 2 (X d (27)

f31 f32 f33J f 3 (x1 )J

where fjk = the partial derivative of fj with respect

to control variable xk.

'Then the velocity attitude is prescribed using ( e, 6, nc, 8) or

( 0, 0, nc, 4), the problem reduces to solving two equations, f 2

and f3, for the appropriate controls. Symmetric flight in the

vertical plane end zero sideslip flight also redu~ce the number of

equaLlons to be solved. When the velocity vector is prescribed, f 2

is deleted from the problem for flight in the vertical plane while for

zero sideslip flight f 2 is solved independently for 0 using

equation 19. Similarly, when velocity attitude is prescribed, ,-alv

f and a appear in equation 27 during symmetric flight in the

vertical plane or zero sideslip flight.

Multiple roots may exist for any of the sets of equations to be

I
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solved. Using different initial estimates, x0, when starting the

algorithm may provide the values of the multiple roots. Findir.g the

multiple roots may be desired when starting the numerical solution at

steady flight conditions, for example. The Newton-Raphson algorithm

requires that the inverse of the partial derivative matrix exist.

i hBwever, convergence is not guaranteed. If problems arise other root

fiiding algorithms may be employed. Several alternative approaches

are presented in [6]. The algorithm stops when the absolute value of

elemants in the increment vector, Axi, are less than the elements in

given vector e. Since controls have to be evaluated four times

during integration across At, the choice of c will be important in

equationv.

In tfhe cases where three equations are solved, nine of 12

possible partial derivatives (four possible control variables) appear

in equation 27. The expressions for the partial derivatives are not

presented here, but they include the force coefficient functions and

partial derivative of these functions. B.th the function values and

partial derivatives have to be evaluated by interpolation at each

iteration. Specifically, the partials to be evaluated are CL.0 CD

Cc, *and K
C c

INTERPOLATION METHOD

Interpolation between discrete values of the force coefficient

and specific fuel consumption functions arifse in the solution of

p1
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equations 14a through 16. Also, partial derivatives of these

functions with respect to control variables will be required. Natural

cubic spline interpolating functions will be employed to meet these

requirements. To define these functions, assume n values of a

function on one dimension, f(x), are given at the base points xi,

i - 1,2,...,n, Then n-I third order cubic polynomials, gi(x), are

found by requiring continuous first and second derivatives on

(Xl,Xn). They are uniquely determined and called natural cubic

splines when the second derivatives g"(xl) and g"(x) are defined

to be zero. The remaining gj - g"(xi) are found from the solution

of n-2 linear equations whose coefficients are determined by the

function values and base points. The resulting coefficient matrin' is

tri-diagonal and easily solved by elimination and substitution. The

problem formulation and solution methods are presented in [7].

Once the values for gi are found, then f(x) for xi~x(Xi+l,,

is approximated as

g"(x 1 ) 3
6Ax [(xi+i-x) - Axi(x i+l-x)]6Ai

g (Xi+l) 3 2)+ [(x-xt) - Ax (x-x)] (28) *

f(xt) f(X(+1)

Axi (Xi+l-x) + Ax1  (x-xi)

where 6xi - Xi+l-Xi.

The derivative, f'(x), follows from this equation.

Lg
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L1

To apply the cubic spline interprlation to functions defined on

two dimensions, cubic splines will be c:alculated along both

coordinates for every base point. A fut'ction f(xl,x2) requires two

second partial derivatives, a2gij/ixa, %c - 1,2, at each base point

(l,1, 12,). These need only be calculated oace and stored with the

original function values for each basc r',n. Equation 28 can be used

to approx'mate an arbitrary point f(xl, :i) where (xl, 12) is in

the rectangle xl,-- x. 1< XS1,j+-', 2,2 , < ..:. x2,j+l' if a cubic

spline parallel to one coordinate, say 12, is defined. First the
II.l

two points f(x1 , 2,j) and f(rIt x21+1) are found with equation

28 applied twice along edges of the rectangle parallel to the x,

coordinate using the stored function values and partial derivatives

with respect to xl. Next, two second partial derivatives in the

12 direction B2g(x 1 , x2,)/Ox4 and 2g(x1 , x2j+j)/3x• are needed.

These will b'. approximated by linear interpolation between partial

derivatives in the 12 direction known at the corner points of the
x24

rectangles.

a2 2 ij2(lgi kt
ax2 1'2k) ax~ k (xx 'li " 2 'x l-xl,i+l)"

1 * I22 2

a (29)

IIl~i+1-xii) k -J, j+l.2

Once these second derivatives are calculated, then the two function

values and the two derivatives required to evaluate f(xl, x2) using
¼x
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equation 28 are known. The partial derivative of f(xl, x2 ) with

respect to x2 can also be evaluated directly using f'(x) found

from equation 28.

APPROXIMATION OF AIRCRAFT ANGULAR VELOCITY

Calculating the aircraft angular velocity using equation 6

requires the time derivatives of the attitude control variables a, B,

and ý. When any of thse are prescribed variables using the methods

described earlIer, the time derivatives are known. However, when a,

4..
13, and € are found as roots of the force equations, then a, f,

and * must be approximated. The time derivatives will be assumed

linear and continuous so the angular velocity is also continuous.

If xi is the value of control variable it time ti, then ýi is

found by

2(x - x
t, ii -(30)

The initial value of the derivative, x0 , needs to be defined to

calculate the control variable derivatives of any time, ti.

ATMOSPUHERE MODEL

The atmospheric p:essure, density, and sp)eed of sound are needed

during the solution to evaluate the forces, specific fuel consumption

and Mach number. An arbitrary atmosphere can be constructed assuming

a temperature versus altitude relation and a sea level pressure. hen n

----
I,. .. .- .. .
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prassure and density are found as functions of altitude by solving the

hydrostatic equation and the ideal gaa law simultaneously. The speed

of sound, a, can be accur"tely modeled, see [8], as a function of

absolute temperature, T, using reference values a0  and To by

qq

a = ao(TO/2 (31)

A standard atmosphere is frequently used in modeling aircraft

flight. The NACA standard atmosphere as presented in [8] will be

approximated by assuming a sea level temperature of 59*F decreasing at

a rate of 0.56 x lO-3°F/ft to -67.6*F at about 35.3 kft, where the

temperature remains constant to well above conventional jet aircraft

ceilings. At 59°F, the sea level sound velocity is 1,117 ft/sec, and

the assumed pressure to 2116.2 lb/ft 2. With this information, the

properties of air can be found and tabulated, then linear

interpolation will be used for quickly evaluating the air propetties

for any altitude.

6 .1



V. SUMMARY AND CONCLUSIONS

To assess aircraft tactics using quantitative models of weapons

likely to engage an ai.rcraft, a quantitative description of an

aircraft's trajectory is required. In this report, a model conven-

tionally used in aircraft trajectory analyses is formulated as a

system of seven equations and eleven variables. The variables

governed by the equations define the aircraft's position, velocity,

fi'el use, and attitude. A particular aircraft's capabilities are

represented by the force and specific fuel consumption functions that

appear in the equations. It is assumed these functions can be modeled

by dimensionless coefficients defined on two dimensions.

To determine a unique trajectory governed by the equations, a set

of variables must be prescribed as functions of time. Different set9

of varlables can be selected to conveniently prescribe different

segments of a trajectory depending upon the aircraft flight condition

or maneuver desired. Either the control variables, tte attitude of

the velocity vector, or the attitude and magnitude of the velocity

vector can be prescribed with the latt•a. two sets also Lncluding -

selected controls. The derivatives of the velocity attitude angles

determine the flight path norrsal acceleration, a quantity useful for

prescribing maneuv,.rso One of the velocity attitude angles can be

replaced by normal acceleration in the set of prescribed variables if

an additional equation governing the replaced variable is added to the
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model. To ensure aircraft acceleration and angular velocity are

continuous, prescribed state and control variables should possess at

least continuous first derivatives. Evaluating prescribed variables

using a sequence of constant second time derivatives is one possible

procedure that meets the continuity requirements.

Numerical solution of the equations involves application of

algorithms for integrating first order differential equations, finding

roots of nonlinear equations, and interpolation to approximate

function values. DuriLng integration across a time interval, both the

root-finding and interpolation algorithms must be applied at each

derivative evaluation. Integration error can be estimated and the

time interval reduced if desired. Each of the algorithms will be be~st

* ~implemented independently of the equations to be solved and in~

separate subroutines. The logic required to solve the system of

equations will be reflected in the sequence of subroutine calls and

the parameters that are passed at each call. This approach will

reduce the effort necessary to solve the equations with different sets

of aero6inamic force and engine data. Adding arbitrary functions for

prescribing variables cr extending the methods to solve other dynamics

problems is simplified if the algorithms and equations of the

trajectory generation model are well defined in the software

implementation.

Aircraft trajectories found using the model in this report must

S be evaluated with respect to external constraints on the feasibility

of the aircraft motion. These include limits on the aircraft
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structure, engine operation, and aircraft control. The operations

K; manuals for a particular aircraft provide information on the flight

limitations that must be observed. If maintaining aircraft control

during a flight path is questioned, the implied moments can be 1

calculated and compared to the maximum control moments available. The

aircraft moment coefficient data and moment of inertia properties tre

needed for these calculations.
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